
REVIEWER COMMENTS 

Reviewer #1 (Remarks to the Author): 

In this manuscript, Garcia-Cortadella et al. aimed to characterize the compatibility of graphene-based 

transistors as transducers of neural activity in rodents using previously established rodent 

electrophysiological experiments and equipment. The authors’ main motivation arose from their 

interest in graphene and graphene-based devices, with the goal of expanding application of graphene 

into neuroscience. 

The authors’ reasoning as to why a transistor interface such as their g-SGFET is good candidate for 

the building block of a large-scale neural interface device is that they can record so called infra-slow 

activities (ISA). Previously, they demonstrated the capacity of such a transistor to record ISA 

(Masvidal-Codina et al Nat Mat, 2018), and used it in a multiplexed acquisition system (Schaefer et al 

2020 2D Mat). 

In this manuscript, they primarily focus on reproducibility, consistency and stability of their array. 

Although it is an incremental step, and there is no new neuroscience finding enabled by g-SGFET, it is 

certainly important to clearly and carefully evaluate the capacity of graphene-based electrolyte 

transistors in neural interface devices. Please see below for my concerns and suggestions regarding 

the manuscript. I hope my comments will help the authors to better present their work and result into 

an improved manuscript. 

What is the advantage of graphene-based electrolyte gate FET (EGFET) compared to other transistors 

that have already been used in vivo, and in particular for neural signal transducers? There are 

numerus examples of such devices made out of organic and inorganic materials, as well as in the form 

of field-effect or electrochemical architectures. In its current state, the introductory section of the 

manuscript describes this work only in the context of graphene, with no connection to other efforts 

which helped established the field. This makes the manuscript rather dismissive of other work, 

resulting in misleading statements and conclusions, despite the strong expertise and history of authors 

in the fields of material science and neuroscience. I think it would be important to know what is the 

current state of the field in regards to transistor technology in such a manuscript where the main 

focus is transistor applications. 

How does the performance of g-SFET compare to other transistors used in vivo, such as organic and 

silicon transistors? The transconductance here is about 1mS and ON/OFF ratio of about 3.5. Usually 

transistors should have at least several orders of magnitude ON/OFF ratio. Considering the fact that 

such transistors are used as the transducer/buffer such low ON/OFF may significantly lower the 

dynamic range of the signal. What are the strategies to improve the device performance? 

The probe itself consists of PI substrate (10µm thick) and a photoresist (SU-8 3µm think) as insulator. 

What was the reasoning in using such materials as they are known for their lack of longer term 

stability and tendency to absorb water over time? I assume the authors mitigated this issue by using a 

thicker substrate layer which in turn makes the device less conformable. In the current setting, the 

transistors and interconnects are not in the mechanical neutral plan. What are the microfabrication 

challenges associated with utilizing thinner substrates and softer material with graphene? 

The authors use the term “wide-band” as a capacity of their transducer. Usually, such term in 

electrophysiology refers to recording from both local field potential and action-potential (AP) of neural 

activity for the purpose of understanding their relationship. For example, this working definition is 

used in the work of Sirota et al Neuron 2008 (REF 53, one of the co-authors). Therefore, it is critical 

for the authors to demonstrate the capacity of their device in simultaneously recording LFP and APs 

together, in vivo. Furthermore, epileptic activity often takes the form of high frequency oscillations 

(~200-400Hz). What is the bandwidth of the transistor array used here? If it is adequate for recording 



spikes and high frequency oscillations, could the authors elaborate as to why they limit the system to 

investigating gamma oscillations? 

“ gm is proportional to the graphene-electrolyte interface capacitance per unit area, but not to the 

impedance of the active area” Hence, it can record slow frequencies better compared to a 

microelectrode that has a very high impedance at lower frequencies. I have a few questions: 

1- Can all electrolyte-gated transistors record the same phenomena? Why is a graphene transistor 

more suitable for this task? 

2- Geometrical variation of the transistor channel will affect both Gm and Z. In fact, drain current in a 

field effect transistor, hence Gm, is a function of gate capacitance (Z of channel/electrolyte). This 

statement requires experimental evidence. Furthermore, one can argue that g-SGFET can be 

described as an electrode (equal size of to the channel) + FET amplifier as long as one can monitor 

drain current at low frequencies. 

The authors nicely integrated their transistor with existing tools and acquisition systems used in 

neuroscience, and such efforts are instrumental for technology dissemination. As a result of this 

integration authors were able to establish acquisition of ISA in their previous research in which is the 

major focus of the introduction and importance of g-SGFET. However, limited neurophysiological 

analysis was performed here around ISA itself and its relevance to other electrophysiological activity 

or functions. The authors mostly focused on higher frequencies such as gamma oscillations and high 

voltage spindles that can be observed and analyzed using traditional multi-electrode arrays. It is 

certainly encouraging to be able to observe similar activity to what current electrodes can provide but 

considering the strong emphasis of the technology and its advantages in ultra-low frequency regime I 

think it would be important to investigate ISA events. I understand that discovery science in not the 

focus of the manuscript and it is not reasonable to request a discovery while the authors provided 

extensive yield, biocompatibility and integration results. However, perhaps simple analysis such as 

demonstration of ISA fluctuation over sleep states or changes of ISA power during physiological 

events not previously characterized in the infra-slow regime would dramatically strengthen the 

manuscript, making their technology more attractive and applicable. 

The authors’ effort in providing detailed statistical analysis, population data and reproducibility of the 

data is certainly appreciated. Such studies have the potential to improve our understanding of brain 

function and create unique interdisciplinary knowledge. 

Reviewer #2 (Remarks to the Author): 

The authors report on the use of graphene transistors that demonstrate long-term and wireless 

mapping of wide-bandwidth brain activity which together with a detailed noise analysis are the main 

findings of the manuscript. The manuscript is very interesting and demonstrates the possible 

applications of transistors in neurophysiology beside bioelectronic applications of OECTs. The authors, 

who characterized the noise behavior of graphene transistors in great detail, have clearly worked out 

the advantages of these electronic components over conventional microelectrode systems in 

electrophysiological recordings. 

Minor points: 

Results 

Homogeneity and sensitivity of graphene active sensor technology: 

- which frequency bandwidth was used for V_gs-rms measurements 

- the authors have excluded outliers in the gate equivalent noise representation from their analysis. Is 

this correct? What is the reason? 

- it is difficult to verify the low rms noise of 4 uV in Fig 2d taken the wide distribution of in Fig. 2b and 

I would expect rather an average of 10 -15 uV for V_gs-rms 

- Fig 2 h is misleading: it looks like the time domain signals measured in the DC mode are much 



smaller than those measured in the AC mode. I expect rather an opposite behavior from the 1/f noise 

Signal stability and sensitivity over time: 

- Fig. 3a shows the shift in the CNP over a time period of 4 weeks. Was a shift towards more neg 

V_GS also observed or only a shift towards more pos values? How much is the shift of the reference 

electrodes during this time period? 

Reviewer #3 (Remarks to the Author): 

The authors have developed and tested a 64-ch flexible electrode array incorporating flexible 

graphene transistors. Graphene is a promising material for future neural interface technologies, 

particularly for its use in multiplexed recording systems that enable the number of electrodes to scale 

without increasing the number of external wiring connections. In this work, the authors present the 

yield and performance uniformity of graphene active sensor arrays fabricated in their cleanroom. They 

also present chronic, in vivo, wireless recording for 30 days after implant and histology confirming 

preliminary biocompatibility of the arrays after 12 weeks. The work is important and well done. 

Congratulations on a very good paper. 

I have a few questions and small edits for the authors to address. 

Questions: 

1. Can you confirm the size of the electrode / graphene gate / neural sensing area? Is it 100 µm x 100 

µm? That wasn’t clear to me. 

2. Related, you mention that graphene active arrays are able to better record infraslow brain signals 

(<0.5 Hz), but I don’t see any data to confirm this. In our experience, 200 µm diameter PtIr 

electrodes have low enough impedance and stability that makes them capable of recording ultra-slow 

signals, down to 0.005 Hz, with very low noise. Can you compare the in vitro noise levels (<0.5 Hz) of 

the graphene active devices to comparably sized passive electrodes? Perhaps using Pt or PtIr or Pt 

Black? Are there any other factors that make graphene active arrays more capable of recording ISA 

than traditional faradaic passive electrodes? 

3. Line 183 - Are you using the full scale of the ADC with the gain provided? It seems like it would 

only use a small part of the ADC scale, given the red curve in figure 1b. A 1mV p-p signal should yield 

approximately 100 nA signal, yielding a 12 mV signal after IV conversion of 12,000 and a voltage gain 

of 10. Is that correct? 

4. Supplementary materials S2 - S2. Intrinsic 1/f noise and headstage noise, line 68. I thought this 

should be 1/A not 1/sqrt(a) because the formula for flicker noise is: 

V2 / Hz = K / (Cox * W * L * f) 

All lines refer to main text unless otherwise stated 

Small edits 

1. Line 29 - “maturity”, there may be a better way to say this or define what you mean. 

2. Line 64 - Should say “curves at a particular Vds” rather than “curves over Vds” 

3. Line 180 - Should say fig 2E instead of 2D 

4. Line 182 - Should say fig 2E instead of 2D 

5. Line 185 - Should say fig 2E instead of 2D 

6. Line 202 - Should say Fig 2H instead of 3H 

7. Figure 1f - would be good to include spacing and size of electrode sites 

8. Line 338 - why did you choose these particular cytokines? 



9. Line 450 - Should this be LFP instead of LPF? 

10. Line 453 - small error but this should be Figure 5



Dear Editor, dear reviewers, 
 
Thank you for your constructive review, which has helped to significantly improve our manuscript. We 
have addressed all questions and implemented the required changes, as detailed in the following. 
 

Reviewer #1 (Remarks to the Author): 

 

In this manuscript, Garcia-Cortadella et al. aimed to characterize the compatibility of graphene-

based transistors as transducers of neural activity in rodents using previously established rodent 

electrophysiological experiments and equipment. The authors’ main motivation arose from their 

interest in graphene and graphene-based devices, with the goal of expanding application of 

graphene into neuroscience. 

 

The authors’ reasoning as to why a transistor interface such as their g-SGFET is good candidate for 

the building block of a large-scale neural interface device is that they can record so called infra-

slow activities (ISA). Previously, they demonstrated the capacity of such a transistor to record ISA 

(Masvidal-Codina et al Nat Mat, 2018), and used it in a multiplexed acquisition system (Schaefer 

et al 2020 2D Mat). 

 

In this manuscript, they primarily focus on reproducibility, consistency and stability of their array. 

Although it is an incremental step, and there is no new neuroscience finding enabled by g-SGFET, 

it is certainly important to clearly and carefully evaluate the capacity of graphene-based electrolyte 

transistors in neural interface devices. Please see below for my concerns and suggestions 

regarding the manuscript. I hope my comments will help the authors to better present their work 

and result into an improved manuscript. 

 

We thank the reviewer for a very constructive review, which has helped us to improve the 

manuscript. We agree with the reviewer´s general statement about the main focus and objective of 

our work. Certainly, the focus of this work is on the advancement and validation of a graphene-

based brain mapping technology in chronic long-term recordings, revealing possible applications via 

example cases, setting the stage for but not focusing on neuroscience discoveries. 

We would like to point out that our technology-oriented study on the sensitivity, reproducibility, 

stability and biocompatibility of g-SGFET arrays represents a necessary step towards the application 

of these devices in chronic electrophysiology studies in freely-moving animals. The presented results 

highlight the maturity of both the g-SGFET technology and the acquisition electronics, which have 

to be properly adapted for acquiring signals from active transducers.  

Although the focus of the article is indeed not on any particular neuroscience discovery, we would 

like to emphasize the novelty of the multiple results related to infra-slow signals, such as ISA power 

change between sleep states, ISA phase modulation of theta, spindle and gamma oscillations, 

mapping of infra-slow signals related to high-voltage spindles, which are allowed by the capabilities 

of this technology to monitor infra-slow signals. We believe that the proof-of-concept study that we 

report in this work calls for future experiments and illustrates the potential of this technology to the 

neuroscience community. 

 

What is the advantage of graphene-based electrolyte gate FET (EGFET) compared to other 

transistors that have already been used in vivo, and in particular for neural signal transducers? 

There are numerus examples of such devices made out of organic and inorganic materials, as well 

as in the form of field-effect or electrochemical architectures. In its current state, the introductory 

section of the manuscript describes this work only in the context of graphene, with no connection 

to other efforts which helped established the field. This makes the manuscript rather dismissive of 

other work, resulting in misleading statements and conclusions, despite the strong expertise and 

history of authors in the fields of material science and neuroscience. I think it would be important 

to know what is the current state of the field in regards to transistor technology in such a 

manuscript where the main focus is transistor applications. 



By no means our intention has been to be dismissive of earlier works in the field. Some of us have 

been involved in the exploration of other transistor technologies for bioelectronics, including more 

standard semiconducting materials. Previous works from our teams have provided a general 

comparison graphene-based sensors with other material systems1–4, extensively citing prior studies. 

That is one of the reasons why our review of previous literature in this manuscript was initially not 

so extensive. Yet, we agree with the reviewer that the contextualization of our work as part of the 

current state of active sensors technologies for neuroscience can be improved. Thus, we have slightly 

expanded the technology overview presented in the first paragraph of our manuscript in order to 

cite recent advances in other material systems as well as referring to recent specialized review 

articles. 

 

“Increasing the bandwidth of neuroelectronic interfaces in terms of spatial resolution and sensitivity in a 

wide frequency range is a major and ongoing challenge in neural engineering. In the last decades, large efforts 

have been dedicated to the development of neural sensing interfaces with high sensor-count on conformal 

substrates4–13, which are required for highly biocompatible intra-cranial neural probes14–17. In this line, graphene 

active sensors have emerged as a promising building block for high bandwidth neural interfaces2,4,8,18–21 because 

they can be arranged in a multiplexed array4,6,8,10–12 enabling high sensor-count probes. The detection principle of 

active sensors is typically based on the modulation of the conductivity of a transistor channel, which is electrically 

coupled with the biological environment through its gate2,11,12,20,22–24, producing a local signal pre-amplification. 

Although active sensing technologies present substantial advantages over conventional micro-electrode arrays, 

their implementation is currently limited by the demanding material properties required. In order to achieve long-

term and highly sensitive neural recordings,  materials for active sensing neuroelectronic interfaces are expected 

to exhibit semiconducting or semimetallic properties, a high electrical mobility and low intrinsic noise, in addition 

to a high stability, easy integration in flexible substrates and biocompatibility. Some active sensors based on 

organic semiconductors and thin Si nanomembranes have exhibited promising performance, with novel transistor 

architectures19,24 and insulating technologies8,17 improving their performance in some typically constrained 

aspects such as their frequency response or their long-term stability. Graphene-based active sensors are another 

promising candidate for neural interfaces due to the flexibility of graphene25,26, its high expected stability27 and 

biocompatibility28,29 as well as its outstanding electronic properties, including an extremely high mobility of 

charge carriers30,31. Graphene solution-gated field-effect transistors (g-SGFETs) have demonstrated a high 

sensitivity for the  detection of local field potentials2  (LFP) as well as a high performance in multiplexed 

operation4,10. In addition,  g-SGFETs have recently demonstrated an outstanding sensitivity for the mapping of 

infraslow (<0.5Hz) brain activity (ISA)32–34 with high spatial resolution3,4,10,35.” 

 

 

How does the performance of g-SFET compare to other transistors used in vivo, such as organic 

and silicon transistors? The transconductance here is about 1mS and ON/OFF ratio of about 3.5. 

Usually transistors should have at least several orders of magnitude ON/OFF ratio. Considering the 

fact that such transistors are used as the transducer/buffer such low ON/OFF may significantly 

lower the dynamic range of the signal. What are the strategies to improve the device 

performance? 

Comparing the g-SGFET with silicon and organic transistors, a remarkable difference is indeed the 

ON/OFF ratio, which presents very low values in the g-SGFET due to the semimetallic properties of 

graphene, with zero bandgap and a vanishing density of states at the Dirac point. This lack of a 

suitable ON/OFF ratio is the main reason why there is a general acceptance in the field of electronics 

that graphene is not suitable for digital electronics, as we know them now.  

Nevertheless, graphene presents an extremely high electrical mobility, which makes it suitable for 

analog electronics, including active sensors. In particular, it is possible to design solution-gated field 

effect transistors in which the graphene channel is in direct contact with an electrolyte solution. This 

concept, and the advantages and disadvantages with respect to other material systems has been 

addressed in previous publications, see for instance Hess et. al. IEEE (2013) and Hébert et. al. Adv. 

Funct. Mater. (2017). The neural signal transduction by the g-SGFETs is described by their transfer 

characteristics (see Fig. 1b in the main text and Fig. 1 below).  

Regarding the dynamic range of the transducer, the limiting factor is the voltage window in which 

the transfer characteristics present a linear response, rather than their ON/OFF ratio. In fact, we 



have recently published a detailed evaluation of the effect of non-linearities in the transfer 

characteristics of g-SGFETs on the harmonic distortion of the transduced neural signals35 (see Fig. 

1a below). Our results demonstrate a negligible effect for signal amplitudes below few mV in a wide 

gate-bias range, as represented by the distortion-to-noise ratio in Fig. 1b below. Typically, 

extracellularly recorded neural signals are in the low mV range.  

 

 

 

a      b 

 

Figure 1: a. Typical transfer characteristics of g-SGFETs. The harmonic distortion of large amplitude 

signals is illustrated. b. Distortion-to-noise ratio (DNR) with the noise integrated in a narrow (4-

40Hz band) represented in the signal amplitude-gate bias (𝐴𝑠𝑖𝑔 − 𝑉𝑔𝑠) space. Countor lines 

represented by the solid lines every 20dB. Adapted from Garcia-Cortadella et. al. Small (2020).   

 

Regarding the transconductance, in the case of the graphene solution-gated field-effect transistors, 

typical values are 1-4 mS/V (for transistors with W=L, see Fig. 2a in the main text), which results 

from the relatively high capacitive coupling of the graphene with the electrolyte (typical graphene-

electrolyte capacitance2 of 1-2 µF/𝑐𝑚2) and from the high electrical mobility of carriers in CVD 

graphene (~1000-2000 𝑐𝑚2/Vs in our devices). On the other hand, in the case of organic 

semiconductors, different device configurations have been used in the past, electrochemical 

transistor configuration (OECT) and electrolyte gated organic field effect transistors36 (EGOFET). In 

the case of the EGOFETs, typical transconductances are very low because of the low electrical 

mobility in organic semiconductors. OECT devices, though, present volumetric capacitance and are 

known for presenting a very high double-layer capacitance. However, their mobility is typically much 

lower than in CVD-graphene. Therefore, typical transconductance values for organic electrochemical 

transistors vary in a great extent depending on the channel thickness, from values in the same range 

as for g-SGFETs to much higher values19,37. On the other hand, flexible silicon FETs present 

transconductance values about 200 times lower than for g-SGFETs11 with transconductance of 

~0.1mS/V for W=10L.  

 

Having a relatively high transconductance is important in order to pre-amplify the signals above the 

noise floor of the transimpedance amplifiers typically used to convert the current variations of the 

transistors into a voltage signal. However, active sensors also present an intrinsic, typically 1/f, 

noise which scales with the drain-to-source current. Therefore, the most important figure of merit 

which must be optimized to increase the sensitivity of active sensors is the 𝐺𝑚 to RMS current noise 

(𝐼𝑑𝑠−𝑟𝑚𝑠) ratio, referred to as equivalent noise at the gate (𝑉𝑔𝑠−𝑟𝑚𝑠). Regarding the development  of 

strategies to optimize the sensor performance, we have recently published several articles on the 

modelling and mitigation of intrinsic noise in graphene devices38,39.  In the present manuscript, we 



report novel results on the 𝑉𝑔𝑠−𝑟𝑚𝑠 of g-SGFETs evaluated from a large statistical sample and from a 

system perspective.  

To address this comment of the reviewer, we have modified the discussion about these aspects in 

the section “Homogeneity and sensitivity of graphene active sensor technology”: 

“The measure median gm, 1.9mS/V, is relatively high with respect to flexible silicon FETs11 and comparable 

with typical organic transistor values19,37 due to the high electrical mobility and gate capacitance of g-SGFETs.” 

and in the section “Wireless headstage design and characteristics”: 

“Having a relatively high transconductance is important in order to pre-amplify the signals above the noise floor 

of the transimpedance amplifiers. However, active sensors typically present an intrinsic 1/f noise, which scales 

with the drain-to-source current39. Therefore, Vgs-rms is a more suitable figure of merit to evaluate the sensitivity 

of active sensors. In order to validate that the sensitivity of the recording system is limited by the intrinsic noise 

of the active sensors, it is paramount to evaluate the impact of the amplification electronics on the sensitivity of 

the system in a wide frequency band.” 

 

The probe itself consists of PI substrate (10µm thick) and a photoresist (SU-8 3µm think) as 

insulator. What was the reasoning in using such materials as they are known for their lack of 

longer term stability and tendency to absorb water over time? I assume the authors mitigated this 

issue by using a thicker substrate layer which in turn makes the device less conformable. In the 

current setting, the transistors and interconnects are not in the mechanical neutral plan. What are 

the microfabrication challenges associated with utilizing thinner substrates and softer material with 

graphene? 

 

Polyimide and SU-8, together with parylene-C, are the most commonly used polymers for 

neuroelectronic interfaces (in the field of neuroscience research, where typical chronic studies are 

well below 1 year) because of their compatibility with microfabrication techniques and low Young’s 

moduli18. Parylene-C is among them the one with the lowest moisture absorption18, however, 

polyimide has also been used successfully as a substrate and passivation layer for chronic implants 

in neuroscientific studies8,9. As a disadvantage, both parylene-C and polyimide are not 

photodefinable. Although there are photodefinable formulations of polyimide, their water uptake is 

worse than for polyimide and should be avoided for chronic implantation40. We agree that the use 

of parylene-C for the passivation would be desirable, however SU-8 was chosen because it is 

photodefinable and because its stability for chronic implants has also been previously reported41,42. 

The reason a photodefinable passivation polymer is required in the current graphene technology is 

that etching of the passivation layer is not compatible with the underlaying graphene channel. On 

the other hand, peeling off sacrificial parylene-C layers, which is typically used for OECTs fabrication, 

can leave metal contacts exposed to the tissue in the actively biased sensors, ultimately causing 

faradaic reactions at the metal-electrolyte interface. Therefore, the combination of polyimide and 

SU-8 represents a suitable platform to evaluate the minimal long-term stability of g-SGFETs.  

 

However, we agree the intrinsic long-term stability of graphene might be beyond the reported 

values. Currently, efforts are being dedicated to develop a g-SGFET technology compatible with non-

photodefinable polyimide by protecting the graphene channel against dry etching of the passivation 

layer43. Similarly, we agree that the position of the graphene channel with respect to the neutral 

plane might affect negatively the stability of the active sensors. Yet, our experiments reveal a rather 

high stability, which sets a lower bound for the g-SGFETs stability.  

 

We acknowledge the comment of the reviewer, which highlights the potential improvements in the 

technology by using alternative polymer materials for the substrate and passivation layers. For very 

long-term clinical applications, in which the devices must remain implanted for years, some groups 

have been dedicating a great effort in developing advanced passivation methods17, which could be 

eventually translated to the neuroelectronic devices under development.    

 



We have highlighted that the reported results represent a lower bound for the g-SGFETs stability in 

the main text: 

 

“Furthermore, the polymers used as a substrate and passivation layers could be modified to reduce the moisture 

absorption17,40 and displace the neutral plane of the device at the position of the graphene channel (see Methods 

section). Yet, the results presented in this section reveal a promisingly stable performance over time, which sets 

a lower bound for the stability of g-SGFETs in a chronic implant environment.“ 

 

and we have included a note to clarify the reasons for this choice of substrate and passivation 

polymers in the Methods section “Fabrication of g-SGFETs”.  

 

“Arrays of g-SGFETs and devices for biocompatibility were fabricated on a 10 μm thick polyimide (PI-2611, HD 

MicroSystems) film spin coated on a Si/SiO2 4” wafer and baked at 350°𝐶. Polyimide was chosen as a substrate 

due to its thermoxidative stability, high mechanical strength, insulating properties and chemical resistance40,44, as 

well as its expected biocompatibility and previously reported stability for chronic implants8,9.” 

 

“Subsequently, the transistors were insulated with a 3-µm-thick photodefinable SU-8 epoxy photoresist (SU-8 

2005 Microchem), keeping uncovered the active area of the transistors channel. The SU-8 photoresist was chosen 

as insulating material because it is photodefinable and because its use in chronic implants has been previously 

reported41,42. The use of a photodefinable passivation polymer is required in the current graphene technology 

because etching of the passivation layer would also etch the underlying graphene channel.” 

 

 

The authors use the term “wide-band” as a capacity of their transducer. Usually, such term in 

electrophysiology refers to recording from both local field potential and action-potential (AP) of 

neural activity for the purpose of understanding their relationship. For example, this working 

definition is used in the work of Sirota et al Neuron 2008 (REF 53, one of the co-authors). 

Therefore, it is critical for the authors to demonstrate the capacity of their device in simultaneously 

recording LFP and APs together, in vivo. Furthermore, epileptic activity often takes the form of 

high frequency oscillations (~200-400Hz). What is the bandwidth of the transistor array used 

here? If it is adequate for recording spikes and high frequency oscillations, could the authors 

elaborate as to why they limit the system to investigating gamma oscillations? 

 

We acknowledge the comment of the reviewer, as we recognize the importance of keeping a 

consistent terminology in the field. Although the term wide-band has been indeed used for 

electrophysiological recordings covering the LFP and AP bands, it has also been used to describe the 

simultaneous recording of infra-slow frequency components and higher-frequency LFP bands3, which 

is the meaning we implied by “wide-band” here. However, we agree that using the term wide-band 

might lead to confusion and therefore we have replaced it by the term “wide frequency-band”, which 

is merely descriptive and has fewer implications. Regarding the sensitivity of our system to detect 

APs; to our knowledge APs have only been detected from the brain surface using ultra-sensitive 

small area PEDOT:PSS electrodes5, and their detection is therefore not a standard in epicortical 

recording systems. Today, the above-cited publication is the only report of successful, but not 

routine, AP recordings. To avoid confusion, we have added the term “epicortical” before “brain/neural 

activity” both in the title of the manuscript as well as throughout the main text and have explicitly 

described the frequency range covered by the present epicortical sensing technology in the abstract. 

"Furthermore, to illustrate the potential of the new technology to detect cortical signals from infra-

slow to high-gamma frequency bands, we perform proof-of-concept long-term wireless recording in a freely 

behaving rodent. “ 

 

Regarding the detection of high frequency epileptic activity, we have validated the presented 

recording system in an animal model which is not prone to high-frequency epileptic seizures, at least 

at the cortical surface. Thus, recording of such pathologic activity was not possible in the reported 

experiments. Instead, we focused our analysis on high-gamma (90-200Hz, see Fig. 5i-j) as an 



illustrative example of high-frequency physiologic signals correlated with sparse behavioural events, 

demonstrating the detection capabilities at the single-trial level. In the newly added results (Fig. 5h) 

we demonstrate that g-SGFET electrodes can detect fluctuations of different frequency gamma 

power generators modulated by infra-slow and theta rhythms. Latter result replicates prior 

intracranial recordings work and thus shows that our methodology is sufficiently sensitive. 

Regarding the bandwidth of the system, we have presented a longitudinal characterization of the g-

SGFETs bandwidth (𝐺𝑚(𝑓)) in-vivo for frequencies up to 2.15kHz and over 4 weeks (see Fig. 3g in 

the main text). Detection of APs in-vitro using g-SGFETs has been previously reported45 and the 

fractional order 𝐺𝑚 attenuation and its effect on the sensitivity of g-SGFETs at high-frequencies has 

been thoroughly discussed35.  

 

“ gm is proportional to the graphene-electrolyte interface capacitance per unit area, but not to the 

impedance of the active area” Hence, it can record slow frequencies better compared to a 

microelectrode that has a very high impedance at lower frequencies. I have a few questions: 

1- Can all electrolyte-gated transistors record the same phenomena? Why is a graphene transistor 

more suitable for this task? 

For a detailed discussion we kindly refer the reviewer to the recent article by Masvidal et. al.3. Here 

we only include a short summary.  

The first reason for an improved sensitivity with respect to passive electrodes is the use of the field-

effect principle. Given a certain static electric field applied at the channel-electrolyte interface, a 

measurable stationary carrier accumulation is produced, which is proportional to the applied electric 

field. By using this detection mechanism, the voltage divider between an electrode impedance and 

the input impedance of the amplifier can be prevented. This advantage is expected to hold for any 

active sensor with stable transfer characteristics. A second reason for the improved sensitivity 

is the rather stable electrochemical potential at the graphene-electrolyte interface, due to the 

chemical inertness of graphene3,27.  

So far, no research has been reported on the sensitivity of other active sensors to detect infra-slow 

signals. In the case of organic semiconductors, evaluation of electric potential over time for passive 

electrodes in-vitro shows significant drifts46, which might hamper their sensitivity in the ISA band. 

In our work, we present accurate values for the sensitivity of g-SGFETs in the infra-slow band, 

including an evaluation of the effect of potential drifts in-vivo, which represent a solid reference to 

evaluate the sensitivity of other active sensor technologies in the infra-slow frequency band. 

We have included a comment in the introduction of our manuscript to clarify which is the potential 

of other active sensors to detect infra-slow activity.  

“Signal detection based on the field-effect mechanism therefore allows to prevent the signal distortion and gain 

loss observed for small passive sensors in the infra-slow frequency band. This advantage is expected to be valid 

for all FET-based sensor technologies with stable transfer characteristics, however, experimental proof has been 

only shown for g-SGFETs, which present a particularly high chemical inertness3,27.” 

 

2- Geometrical variation of the transistor channel will affect both Gm and Z. In fact, drain current 

in a field effect transistor, hence Gm, is a function of gate capacitance (Z of channel/electrolyte). 

This statement requires experimental evidence. Furthermore, one can argue that g-SGFET can be 

described as an electrode (equal size of to the channel) + FET amplifier as long as one can monitor 

drain current at low frequencies. 

 

Indeed, 𝐺𝑚 depends on the gate capacitance per unit area (intensive property) and the 𝑊/𝐿 ratio of 

the transistors, but not on their active area. We have slightly modified this statement in the 

manuscript to clarify the meaning (see below).   

In the aforementioned statement, we cited an article47 which describes a current-voltage model of 

g-SGFET to further clarify the geometrical dependence of their transconductance. The following 

definition of 𝐺𝑚 is common to all field-effect transistors: 



𝐺𝑚 ≡
𝑑𝐼𝑑𝑠

𝑑𝑉𝑔𝑠
|

𝑉𝑑𝑠

=  𝑉𝑑𝑠

𝑊

𝐿
µ𝑒

𝑑𝑛

𝑑𝑉𝑔𝑠
 

Where 𝑒 is the charge of an electron, 𝑊/𝐿 the width to length ratio, µ the electrical mobility and 𝑛 

the density of charge carriers per unit area (the rest of variables are defined in the main text). In 

graphene FETs, away from the Dirac point (in the linear range of the transfer characteristics); 

𝑑𝑛

𝑑𝑉𝑔𝑠
=

𝑑

𝑑𝑉𝑔𝑠

𝐶𝑔𝑎𝑡𝑒𝑉𝑔𝑠

𝑒
 

where 𝐶𝑔𝑎𝑡𝑒 is the gate capacitance per unit area (intensive property). Note that the only geometrical 

dependence of 𝐺𝑚 is thus described by the factor 𝑊/𝐿, with 𝐺𝑚 being independent of the active area 

of the transistor.  

Another argument, which supports our initial statement, is that 𝐺𝑚 is ideally frequency independent. 

That is because it depends on the capacitance per unit area, but not on the impedance as an 

extensive property, which is frequency dependent.  

Regarding the request of the reviewer for experimental evidence; experimental proof was provided 

in the work by Masvidal et. al.3 (supporting information). We acknowledge the comment of the 

reviewer and we have now clarified this statement in the main text. 

“gm is proportional to the gate capacitance per unit area (intensive property) and to the 𝑊/𝐿 ratio of 

transistor, but not to its active area19,39,47–49.” 

 

The authors nicely integrated their transistor with existing tools and acquisition systems used in 

neuroscience, and such efforts are instrumental for technology dissemination. As a result of this 

integration authors were able to establish acquisition of ISA in their previous research in which is 

the major focus of the introduction and importance of g-SGFET. However, limited 

neurophysiological analysis was performed here around ISA itself and its relevance to other 

electrophysiological activity or functions. The authors mostly focused on higher frequencies such 

as gamma oscillations and high voltage spindles that can be observed and analyzed using 

traditional multi-electrode arrays. It is certainly encouraging to be able to observe similar activity 

to what current electrodes can provide but considering the strong emphasis of the technology and 

its advantages in ultra-low frequency regime I think it would be important to investigate ISA 

events. I understand that discovery science in not the focus of the manuscript and it is not 

reasonable to request a discovery while the authors provided extensive yield, biocompatibility and 

integration results. However, perhaps simple analysis such as demonstration of ISA fluctuation 

over sleep states or changes of ISA power during physiological events not previously characterized 

in the infra-slow regime would dramatically strengthen the manuscript, making their technology 

more attractive and applicable. 

We thank the reviewer for this suggestion.  

Indeed, demonstration of the capability of the new methodology was the goal of the analysis shown 

in Figures 5 and 6, that demonstrate utility of the long-term chronic untethered recording in 

combination with 3D body tracking. Figure 6a,b,d,h demonstrates most novel and interesting result 

related to ISA: topographic region-specific ISA profiles associated with high voltage spindles (HVS) 

that are comparable during both immobility and REM sleep (see Fig. 6d in the main text). Here ISA 

appears in the form of DC fluctuations (with distinct topography-dependent polarity and amplitude) 

coinciding with HVS course.  

To directly address the suggestion of the reviewer, we have evaluated the signal power in the ISA 

band (0.05-0.15) across brain states, and, most strikingly, found significant increase of ISA power 

during REM sleep compared to SWS, readily visible during the transition from SWS to REM. Following 

up on physiological role of the ISA dynamics we found that the phase of ISA modulates power of 

hippocampal theta oscillation (detected due to volume conduction in posterior cortical regions) and 

cortical gamma oscillations during REM sleep and power of sleep spindles during SWS. These results 

are all novel and represent first time demonstration of modulation of known brain rhythms by the 

phase of infraslow DC rhythm in behaving animals. We now plan a follow-up study with large number 



of animals to replicate and investigate these findings at depth.  We thank the reviewer for the idea 

that stimulated this analysis and significantly strengthened the technology validation part of the 

manuscript. 

These new analysis are now added to the results section and figures in the main text and supporting 

information. We hope the extended results fit the type of demonstration of attractiveness and 

applicability of the methodology to unravelling infra-slow multichannel extracellular LFP/EEG 

patterns in chronic freely-moving recordings.  

 

“Classification of brain states is typically based on the delta, alpha-beta and theta frequency bands (see 
Methods section), reflecting fast-time scale state-specific network dynamics. However, some recent research 
highlighted the role of infra-slow dynamics in the regulation of brain sub-states50, via modulation of higher LFP 
frequency bands during sleep51–53 and dynamic coordination and segregation of the resting state54,55. These 
results show the potential importance of ISA for a complete classification and study of brain-states. The 
graphene-based recording system presented here represents an ideal tool for the study of cortical ISA signals 
with a high accuracy and spatial resolution in freely behaving animals. The spectrogram in Fig. 5b illustrates 
changes of the spectral power for frequencies between 0.015 and 4 Hz over the transition between SWS and 
REM. It is possible to observe clear increase in the ISA-band power following the transition from SWS to REM, 
even at the single trial level (see Fig. 5b). Taking advantage of the long-term recording capabilities of our system, 
we could sample 44 of such sparsely occurring SWS-REM (REM duration longer than 40 seconds) state transitions 
within a 24h period. Besides, the spatial mapping of ISA enabled by the g-SGFET technology allows to resolve 
the topographic region-specific modulation of ISA at the SWS-REM state transition (see supporting information 
S12). Interestingly, delta-band power, associated with slow oscillations, and infra-slow power showed changes 
in opposite directions between SWS and REM sleep. While delta band power expectedly decreases from SWS to 
REM, associated with desynchronized cortical state, infra-slow power increases in REM (see Fig. 5d,e, Fig. S12 
and statistical analysis in Methods).  

In order to further illustrate the wide frequency band sensitivity of the recording system, we quantified 
the strength of modulation of LFP power in the slow frequency range (1-15 Hz) by the phase of the ISA activity 
during REM and SWS. Interestingly, ISA phase significantly modulated theta power (8-9 Hz) during REM sleep 
(Fig. 5f-left) and spindle band power (9-13 Hz) during SWS (Fig. 5f-right). The strength of ISA phase modulation 
was ten-fold higher during REM compared to SWS,  and the ISA phase of maximal LFP power differed between 

states being close to the peak (~340) in REM and ascending phase  (~300) in SWS. Taking advantage of the 
large coverage of the cortical mantle by our array, we assessed the spatial extent of the ISA phase modulation 
of LFP power across cortex, with both theta power during REM and spindle power during SWS showing strongest 
modulation in posterior part of the array (Fig 5g). While theta oscillations measured on the cortical surface are 
generated by volume conduction of multiple theta-rhythmic current generators of entorhino-hippocampal 
circuits56,57, sleep spindles are generated by rhythmic currents of thalamo-cortical projections to granular 
cortical layers58. The fact that power of hippocampal theta and cortical spindle band is modulated by the phase 
of ISA derived from cortical surface likely reflects global infra-slow dynamics that co-modulates both limbic and 
cortical circuits. While topographic profile of theta power (Fig. 5g) modulation by ISA phase is consistent with 
anatomical localization of underlying hippocampal theta current generators, stronger modulation of the spindle 
power on posterior cortical areas might reflect anatomical thalamo-cortical subcircuits that are more strongly 
co-modulated by ISA dynamics than derived from epicortical DC signal. Finally, we tested whether g-SGFETs SNR 
is sufficient to detect fluctuations in the high frequency LFP dynamics at different time scales and to this end 
quantified the strength of modulation of broad range gamma power (30-200 Hz) by both ISA phase and theta 
rhythm phase during REM sleep. Gamma power in in the range of 60-120 Hz was modulated by the ISA phase 

reaching maximum power at the peak of the ISA (~10) (Fig. 5h-left) and, consistently to published work based 
on intracranial recordings58, high gamma (120-150 Hz) power was modulated by theta phase (Fig. 5h-right). 

 
 



 
Figure 5| Infra-slow to high-gamma band correlates of sleep and behavioral states. a, 3D trajectories of the head 
position of the rat. The inset shows a scheme of the position of the Mocap cameras with respect to the maze.  b, 
The spectrogram of an illustrative channel is displayed together with representative raw LFP signal segments for 
distinct brain states (top); slow-wave (SW), high-voltage spindles (HVS) and Theta.  Movement speed is displayed 
along with classification of motor state (middle). Brain state is derived from integrating spectral features of LFP 
with motor state (bottom). c, The percentage of time in the active vs inactive state for each hour in a ~22h long 
recording (i.e. ~24h minus the interruptions to replace the battery) is plotted in the top panel. The percentage 
of time the rat was in each main brain state is displayed in the bottom panel. d, Average 0.015-4 Hz spectrogram 
for one DC channel triggered on REM episode onsets (n=44). Note opposite dynamics of ISA and slow oscillation 
(1-4 Hz) band around REM onset. e, Median PSD across all SWS-REM transition episodes for 30 second periods 
pre and post REM onset. Shaded area marks frequency bins with significant difference of PSD between pre and 
post (p<0.05, permutation test). f, Color-coded strength of modulation of LFP power across slow frequency range 
(y-axis) for one ECoG channel by the phase of ISA across 0.05-0.2 Hz range derived from one DC channel (see 
panel g)during REM sleep (left) and SWS (right) states; gray color – nonsignificant; insets – circular plot of LFP 
power in theta / spindle band as a function of ISA phase. g, Color-coded topographic maps of ISA phase 
modulation of LFP power in theta band during REM (left) and spindle band during SWS (right). ISA phase derived 
from DC channel marked with a red square. h, Color-coded strength of modulation of LFP power across gamma 
frequency range (y-axis) for one ECoG channel by the phase of ISA across 0.05-0.2 Hz range derived from one DC 
channel (left) and by the phase of LFP in the slow frequency range rhythm (right) during REM. Inset, circular plot 



of LFP gamma power with respect to respective (ISA or theta) phase. i, Average spectrogram for high frequency 
range of LFP on posterior channel triggered on the rear onset. Note decrease of 90-200Hz high frequency power 
and increase of 50-70Hz gamma band power following rear onset. j, Head elevation (left) and high gamma power 
(right) color-coded and centered on rearing onset shown for all events sorted by duration of rear event. Note a 

clear reduction of high-gamma for the duration of elevated head position. “ 

 

We have added the following paragraph in the Discussion and Outlook section: 

 

“In the low frequency range, we found that infra-slow power <0.2 Hz increased significantly across DC 
sites during REM sleep episodes compared to SWS and thus showed the opposite state dependence than power 
in the slow oscillation band (1-4 Hz). Interestingly, infra-slow dynamics modulated power of theta and gamma 
rhythm during REM and with lower strength, power of sleep spindles during SWS. While modulation of LFP 
power in theta, beta and gamma bands by ISA phase derived from BOLD signal and DC EEG has been shown in 
humans59,60 and recently in anesthetized rats55, the present result is the first demonstration of interaction 
between physiologically established oscillatory dynamics, theta, spindle and gamma oscillations, and ECoG-
derived ISA in freely-moving rodent. Consistent with published intracranial work58, volume conducted 
hippocampal theta measured at the cortical surface also modulated cortical gamma power , thus demonstrating 
that the developed technology is sufficiently sensitive to characterize known gamma dynamics.“ 

 

 

We have included a more detailed discussion of the statistical analysis in the Methods section 
Statistical analysis: 

 

“The modulation of ISA power by REM state vs SWS was evaluated in two ways: first, for the period 

directly around the state transition (-30 to 30s around the REM onset). Secondly, we evaluated the ISA power in 

both states over their entire duration, not only in the SWS-REM transition. ISA power comparison between REM 

vs SWS states was restricted to the 44 REM episodes lasting more than 40 seconds (see Supplementary 

Information S12B). To test for frequency specific changes across the state transition we compared the 

distributions of median spectral power across trials for the 30 seconds pre vs post SWS-REM transition for each 

frequency bin. Significance was assessed by permutation test for each frequency bin (n=1000 permutations, see 

Fig. 5d example channel and Supplementary Information S12C for all working DC channels). Increase of ISA and 

concurrent decrease of 1-4 Hz power during SWS-REM transition is significant after permutation test (n=1000 

permutations) on all DC channels except one excluded channel, same as for longitudinal evaluation in Fig. 3a 

and 3e, due to poor signal to noise (Supplementary Information S12C). Secondly, we tested for statistical 

differences between distributions of the integrated power in the ISA (0.01-0.1 Hz) band in SWS and REM states 

using Wilcoxon rank sum test (see Fig 5e, test results for each channel in Supplementary Information S12D).  

 Modulation of the LFP power by the DC signal-derived ISA and LFP phase was quantified using 

instantaneous fast frequency power-weighted resultant length of the instantaneous slow frequency phase 

vectors normalized by mean LFP power in the respective band57 for which magnitude reflects the strength of 

LFP power modulation to a preferred phase of the ISA or LFP. ISA and LFP phase and LFP power were computed 

as angle and absolute value of the analytical signal of the respective AC and DC channel signals that were band-

pass filtered, with 0.04 and 0.4 Hz bandwidth, respectively. Significance of the modulation was tested based on 

1000 surrogate phase-power pairs randomly shifted with respect to each other by up to 100 seconds. Resulting 

empirical p-value was corrected following false-discovery-rate control procedure at the error rate of 0.001. For 

constructing topographic maps of theta and spindle power band modulation we used mean modulation strength 

for the LFP power band 8-9 Hz (theta) and 10-14 Hz (spindle band) and the ISA phase frequency of 0.05-0.1 Hz 

computed for every AC channel (LFP power) and one fronto-medial DC channel (ISA phase).  

 

 

 



And the following supporting data in the Supplementary Information section: 

“S12. Slow and infra-slow power in the SWS-REM transition. 

 

S12. Infra-slow vs slow oscillation band power during SWS/REM sleep: A, Average spectrogram 
triggered on the REM onsets for 7 DC channels with high signal to noise. B, Head speed in the SWS to 
REM transition for all detected events (left). On the right plot the same data is shown for a shorter time 
window, where the REM events with shorter duration than 40s can be identified. C, Median PSD 
computed for the 30s pre and post REM onsets. Colored area indicates statistically significant difference 
(permutation test n=1000 permutations, p<0.05). D, Kernel distribution estimates for the integrated 
power in 0.01-0.1Hz band during SWS and REM state. p-value for the Wilcoxon ranksum test are 
indicated.“ 

 

 

 
 



The authors’ effort in providing detailed statistical analysis, population data and reproducibility of 

the data is certainly appreciated. Such studies have the potential to improve our understanding of 

brain function and create unique interdisciplinary knowledge. 

 

We thank the reviewer for this comment. 

Reviewer #2 (Remarks to the Author): 

 

The authors report on the use of graphene transistors that demonstrate long-term and wireless 

mapping of wide-bandwidth brain activity which together with a detailed noise analysis are the 

main findings of the manuscript. The manuscript is very interesting and demonstrates the possible 

applications of transistors in neurophysiology beside bioelectronic applications of OECTs. The 

authors, who characterized the noise behavior of graphene transistors in great detail, have clearly 

worked out the advantages of these electronic components over conventional microelectrode 

systems in electrophysiological recordings. 

We thank the reviewer for this positive evaluation of our work. 

 

Minor points: 

Results 

Homogeneity and sensitivity of graphene active sensor technology: 

- which frequency bandwidth was used for V_gs-rms measurements 

The bandwidth for the data in Fig. 2b and 2d is from 1-10Hz (indicated in the figure caption). Besides, 

in Fig. 2g, the 𝑉𝑔𝑠−𝑟𝑚𝑠 noise is presented for different frequency bands (0.05-0.5Hz, 1-10Hz and 20-

200Hz) to demonstrate the effect of amplification and digitation noise on the wide-band sensitivity 

of the system. 

 

- the authors have excluded outliers in the gate equivalent noise representation from their 

analysis. Is this correct? What is the reason? 

In Fig 2 all the outliers are presented. In the boxplot in Fig. 2a,b they are represented by dots. In 

Fig. 2c,d they are included in the histogram, but they were not considered to calculate the gaussian 

and log-normal fitting, as indicated in the figure caption. The reason to exclude them from the fitting 

is that outliers are expected to present anomalous noise, not representative for the statistical 

properties of intrinsic flicker noise variability in g-SGFETs. However, all the data is represented in 

the figure. 

 

- it is difficult to verify the low rms noise of 4 uV in Fig 2d taken the wide distribution of in Fig. 2b 

and I would expect rather an average of 10 -15 uV for V_gs-rms 

In the first place we would like to note that the 𝑉𝑔𝑠−𝑟𝑚𝑠 distribution plotted in Fig. 2d corresponds to 

a particular neural probe (device #3 in Fig. 2b).  

Secondly, we want to thank the reviewer because indeed there was a mismatch between the 

distribution shown in Fig. 2b and 2d, which was due to a mismatch in the integration bandwidth. 

The RMS noise plotted in Fig. 2b corresponds to the 1-100Hz band, while the distribution in Fig. 2d 

was calculated in the 1-10Hz band. We have corrected Fig. 2b to match the 1-10Hz bandwidth 

specified in the figure caption. Now it is possible to validate the correspondence between the data 

plotted in Fig. 2b and 2d. 

 

- Fig 2 h is misleading: it looks like the time domain signals measured in the DC mode are much 

smaller than those measured in the AC mode. I expect rather an opposite behavior from the 1/f 

noise 

 

This may be indeed a counter-intuitive result, thus we decided to include it in the main text to clarify 



its interpretation. The RMS noise, or variance of the 1/f noise signal, is equal in different frequency 

bands as long as the integration bandwidth is the same (in a logarithmic scale): 

𝐼𝑑𝑠−𝑟𝑚𝑠 =  √∫ 𝑎/𝑓
𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛

𝑑𝑓 = √𝑎 ln (
𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛
) 

where 𝑎 is the current noise power at 1Hz. This equivalence is shown in the probability density 

plotted in Fig. 2h. However, given a certain variance of the signal, the occurrence of fluctuations for 

higher and lower frequency bands present different time-scales. Therefore, the number of low 

frequency fluctuations per unit time is much lower in low-frequency bands, creating the impression 

of a lower noise. We have added a comment in the section “Wireless headstage design and 

characteristics” to clarify this interpretation. 

“The histogram plotted next to the time-domain representation of both signals shows their probability density 

distribution, which demonstrates the similarity of their variance, as expected from the integration of a 1/f 

spectrum in these frequency bands. Note that the apparently lower amplitude in the time-domain representation 

of the infra-slow noise is due to the different timescales of 1/f noise in both frequency bands, but not due to a 

different signal variance.“ 

Signal stability and sensitivity over time: 

- Fig. 3a shows the shift in the CNP over a time period of 4 weeks. Was a shift towards more neg 

V_GS also observed or only a shift towards more pos values? How much is the shift of the 

reference electrodes during this time period? 

 

The shift of the CNP was always towards lower values (a negative shift) as represented in Fig. 3a. 

The contributions from adsorption/desorption of charged chemical species on the graphene channel 

and changes in the reference potential cannot be distinguished from the experiments reported as 

indicated in the main text. We have slightly modified the corresponding section in order to clarify 

this issue. 

“ The observed shift in the CNP is presumably due to a combination of factors including desorption of 

contaminants by electrochemical cleaning of the graphene-electrolyte interface61, adsorption of charged 

chemical species present in the environment or changes in the reference electrode potential (see supplementary 

information S3). However, from these results it is not possible to distinguish among all different contributions.” 

 

 

Reviewer #3 (Remarks to the Author): 

 

The authors have developed and tested a 64-ch flexible electrode array incorporating flexible 

graphene transistors. Graphene is a promising material for future neural interface technologies, 

particularly for its use in multiplexed recording systems that enable the number of electrodes to 

scale without increasing the number of external wiring connections. In this work, the authors 

present the yield and performance uniformity of graphene active sensor arrays fabricated in their 

cleanroom. They also present chronic, in vivo, wireless recording for 30 days after implant and 

histology confirming preliminary biocompatibility of the arrays after 12 weeks. The work is 

important and well done. Congratulations on a very good paper. 

We would like to thank the reviewer for the congratulations. 

 

I have a few questions and small edits for the authors to address. 

 

Questions: 

1. Can you confirm the size of the electrode / graphene gate / neural sensing area? Is it 100 µm x 

100 µm? That wasn’t clear to me. 

2. Related, you mention that graphene active arrays are able to better record infraslow brain 

signals (<0.5 Hz), but I don’t see any data to confirm this. In our experience, 200 µm diameter 

PtIr electrodes have low enough impedance and stability that makes them capable of recording 

ultra-slow signals, down to 0.005 Hz, with very low noise. Can you compare the in vitro noise 



levels (<0.5 Hz) of the graphene active devices to comparably sized passive electrodes? Perhaps 

using Pt or PtIr or Pt Black? Are there any other factors that make graphene active arrays more 

capable of recording ISA than traditional faradaic passive electrodes? 

The area of the g-SGFET was indeed 100 µm x 100 µm, it is indicated in the section “Homogeneity 

and sensitivity of graphene active sensor technology” in the main text. 

Regarding the sensitivity of the system to detect infra-slow activity (<0.5 Hz), in Fig. 2f we provide 

the wide-band (0.01-500Hz) noise PSD of the system evaluated in-vitro. The RMS noise in the infra-

slow frequency band (0.05-0.5Hz) was calculated and plotted in Fig. 2g for the 8 DC-coupled 

channels of the system, demonstrating an RMS noise dominated by the intrinsic noise of g-SGFET, 

and therefore not affected by the amplification electronics. Physiological validation of the infra-slow 

recording capability can be considered as a benchmark test. In the newly added results we show 

that lowest power ISA is associated with slow-wave sleep and SNR in the ISA band is sufficient to 

detect significant modulation of the sleep spindle power by the ISA signal phase. Thus, our g-SGFET 

methodology is capable of capturing and resolving phase of the weakest infra-slow signals across 

brain states. 

For a comparison with electrodes made of other materials (Au and Pt Black) we kindly refer the 

reviewer to the recent article by Masvidal et.al.3. In that work the fidelity of infra-slow signals 

detected using g-SGFET was compared with 50µ𝑚 diameter Au and Pt Black electrodes and an 

Ag/AgCl wire in a solution-filled glass micropipette. These results showed the advantage of g-SGFETs 

with respect to passive electrodes, which presented comparably larger potential drifts and were 

prone to signal distortion due to the gain drop (and phase shift) at low frequencies3,62. When scaling 

down the dimensions of passive electrodes, the gain drop and phase shift are expected to play a 

greater role62, decreasing the sensitivity and reliability of the system.  

In the present study we have quantified for the first time the noise in the infra-slow band for 

graphene-based active sensors from a system perspective. Our results show that the sensitivity of 

g-SGFETs in the infra-slow frequency band is equal to their intrinsic sensitivity in higher-frequency 

LFP bands for areas smaller than 100 µm x 100 µm. The relatively large dimensions of the graphene 

active sensors used in our study demonstrate an upper bound below which the sensitivity of the g-

SGFET in the ISA band is not affected by the amplification electronics. Graphene active sensors with 

smaller dimensions are expected to present a higher intrinsic 1/f noise, as described in Fig.S2 and 

as expected for any passive or active sensor, while their transconductance and the noise from the 

transimpedance amplifiers remain unperturbed. Therefore, the relative contribution from the 

amplification electronics to the low frequency noise of the system is expected to be lower for smaller 

g-SGFET dimensions. This is in strong contrast with ISA detection using passive electrodes, for which 

the gain loss and signal distortion is expected to increase for smaller sensor dimensions. Therefore, 

our results demonstrate the limits and the scalability of the g-SGFET technology towards higher 

density arrays with ISA detection capabilities from a system perspective. We have included part of 

this discussion in the section “Wireless headstage design and characteristics”. 

 “Smaller g-SGFETs are expected to present a higher intrinsic noise (see supplementary information Figure S2), 

as expected for any active or passive sensor. Therefore, our results indicate that the sensitivity of g-SGFETs in 

the infra-slow frequency band is not affected by the amplification electronics for sensor areas below 

100 µm x 100 µm. This is in strong contrast with ISA detection using passive electrodes, for which the gain loss 

and signal distortion is expected to increase for smaller sensor dimensions62. Therefore, our results demonstrate 

the limits and the scalability of the g-SGFET technology towards higher density arrays with ISA detection 

capabilities.” 

 

3. Line 183 - Are you using the full scale of the ADC with the gain provided? It seems like it would 

only use a small part of the ADC scale, given the red curve in figure 1b. A 1mV p-p signal should 

yield approximately 100 nA signal, yielding a 12 mV signal after IV conversion of 12,000 and a 

voltage gain of 10. Is that correct? 

The calculation of the reviewer is correct. Indeed, we are not filling the full scale of the ADC for the 

AC channels. It might be possible to further increase the gain of the second amplification stage to 

further mitigate the effect of digitation noise. However, we expect the floor noise of the 



transimpedance amplifier to dominate if the gain is increased excessively. Alternatively, one could 

slightly increase the drain-to-source current or the W/L ratio of the transistors, but that would also 

increase the dynamic range in the first amplification stage. We have included a comment in the 

section “Wireless headstage design and characteristics”. 

“The digitation noise for AC-channels might be decreased by further optimizing the gain of the second 

amplification stage. However, the intrinsic noise of the amplifier is expected to dominate for large amplification 

gains.” 

 

4. Supplementary materials S2 - S2. Intrinsic 1/f noise and headstage noise, line 68. I thought 

this should be 1/A not 1/sqrt(a) because the formula for flicker noise is: 

V2 / Hz = K / (Cox * W * L * f) 

 

Indeed the 1/f noise power is typically inversely proportional to the area. However, in the Fig.S2 

we represent the equivalent RMS noise at the gate which is calculated as √∫ 𝑆𝑉𝑔𝑠

𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛
𝑑𝑓, thus the 

1/√𝐴 dependence. 

 

 

All lines refer to main text unless otherwise stated 

 

Small edits 

1. Line 29 - “maturity”, there may be a better way to say this or define what you mean. 

We believe that technological “maturity” is typically used to designate the current performance and 

reliability of a technology. However, we agree that its meaning can be clarified in the main text. 

We have included the following comment in the introduction: 

“In this article, we present a sensing system composed of a flexible 64-channel g-SGFET array and a wireless 

headstage (Fig. 1c-f, and supplementary information S1), which we use to demonstrate the maturity of this 

technology in terms of long-term and wide frequency-band recording capabilities in freely moving animals 

from a system perspective. First, the focus is placed on […]” 

  

 2. Line 64 - Should say “curves at a particular Vds” rather than “curves over Vds” 

Thank you for this correction. Here, we referred to the normalized 𝐺𝑚 in [𝑆/𝑉] (i.e. 𝐺𝑚/𝑉𝑑𝑠= 𝑔𝑚). 

Thus, we implied “the slope of the I-V curves divided by Vds”. We have replaced “over” by “divided 

by”. 

 

3. Line 180 - Should say fig 2E instead of 2D 

4. Line 182 - Should say fig 2E instead of 2D 

5. Line 185 - Should say fig 2E instead of 2D 

6. Line 202 - Should say Fig 2H instead of 3H 

Thank you for the corrections, we have implemented the changes. 

 

7. Figure 1f - would be good to include spacing and size of electrode sites 

Agree, we have included these geometrical factors. 

 

8. Line 338 - why did you choose these particular cytokines? 

The cytokines analysed by ELISA were chosen based on their ability to provide information on the 

inflammatory state of the brain. After brain injury, such as stroke or trauma, pro-inflammatory TNF-

alpha levels can be increased, involved in glial signalling63. IFN-γ is released peripherally by immune 

cells and can enter the brain if there is blood-brain barrier damage, where it can have pro-

inflammatory effects on cells. IL-6 can have both protective or damaging effects on neurons, so 



changes in the levels of IL-6 could indicate an imbalance in the normal function of cells in the area. 

Finally, IL-17a is another pro-inflammatory cytokine, which can be produced by astrocytes, and is 

recently thought to underlie neurodegeneration as a result of its effects on neurons64. All four 

cytokines are widely regarded as key markers of neuro-inflammation. 

 

9. Line 450 - Should this be LFP instead of LPF? 

10. Line 453 - small error but this should be Figure 5 

Correct, thank you. 
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Some additional notes: 

- SU8 is known to fail rapidly, particularly when biased in an active electrode. I'd recommend changing 

to a more robust encapsulation material as soon as possible. 

- Make sure you include a leakage current measurement channel in your recording system to be able 

to detect when the encapsulation has failed and shut down the array power. Otherwise, you will 

expose the animal to continuous DC currents that are damaging to the brain and will cause seizures.



REVIEWERS' COMMENTS 

 

Reviewer #1 (Remarks to the Author): 

 

In this revised manuscript, authors substantially improved their manuscript from the previous 

version. I have no further comments and I am impressed by their research and manuscript. 

 

Thank you for your detailed review. It really helped improve our manuscript. 

 

Reviewer #2 (Remarks to the Author): 

 

The authors have addressed all my comments and I can recommend the publication of the 

manuscript in the current version 

 

Thank you for the positive, yet rigorous review. 

 

Reviewer #3 (Remarks to the Author): 

 

The authors have addressed my concerns.  

 

Some additional notes: 

- SU8 is known to fail rapidly, particularly when biased in an active electrode. I'd recommend 

changing to a more robust encapsulation material as soon as possible.  

- Make sure you include a leakage current measurement channel in your recording system to be able 

to detect when the encapsulation has failed and shut down the array power. Otherwise, you will 

expose the animal to continuous DC currents that are damaging to the brain and will cause seizures. 

 

Thank you for your review and for this latest suggestion. Indeed, this is a critical aspect for intracranial 

probes. We have made an important effort in the last months to improve the encapsulation of devices, 

and we are confident we will be able to report on alternative passivation procedures in the near 

future. Regarding control of DC leakage, monitoring of the leakage current in-vivo would be a nice 

add-on. We are also working on an alternative operation mode to limit the current leakage in case of 

device failure. We hope we will report it in the near future as well. 

 

Thank you again 


